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AIN1’llACrl’

We pmml a data-driven protocol and a supporting adlitecturc  for communica-

tion among cooperating intelligent agents in real-time diagnostic systems. ‘1’hc

systcm  archilcctuc  and the exchange of information among agents arc basccl on

simplicity of agcnfs,  hierarchical organ i~,ation of agents, and modular non-

ovcrlapping  division oft hc problcJn domain. ‘1 ‘hcsc feat urcs combine 10 enable cf-

ficicnt  diagnosis of complc.x  system failures in real-time environments with high

dala volumes and moderate Pdilurc rates. Preliminary results of the real-world ap-

plication of this work to the monitoring and diagnosis of complex systems are

(liscusscd in Ihc contcx[  of NASA’s interplanetary mission operations,

‘1’o appear in the ‘J’hirlccnth  lntcmational Joint Confcrcncc on Artificial lntcl]igcncc (1.lCAl-93)
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1.() INTI<OI)UCTION

‘1’hc in(crad  ion and coordjna{im  of mult ip]c agents in dist ributd  pmblcm-solving

systems has been of jntcrcst for a variety of (Iomains whose complcxit  y cxcccds  the

practical capability of monolithic so]ulions,  1 ixamplcs of domains jn which dis-

tributed  sys(cms have been cxplod include monitoring [1 .csscr 1988], planning

[Ilowc 1 ‘990], [Bratman 1988], and diagnosis [IJ’An~brosio  1990]. ‘l%CSC  and other

approaches [Ilurfcc  1987], [~Jassc~  1988], [}laycs-l<oth  1988] mphasizc  some

form of iterative cxchangc  of patlial information among noc]cs  for the purpose of

event ual convcrgcncc  on complctc sol ut ions.

Rcccnt] y, the ncccl  for mechanisms of coopcrat  ion that are sufficiently robust  for

real-workl applications has been addressed [Jennings 1992] as part of GRA’1’1  i*, an

il~~l>lcj~lc~ltatior)  cffor[ targdcct  at lnonitoring.  GRA’1’I  i* makes contributions to-

ward a c]carcr and more easily jmplcmcntablc  interaction of agents during

collabor;ativc  problcm  solving. GRA”l’Ii* acldrcsscs a problcm domain  jn which

events occur unprcctjct  abl y and ctccisions  may bc basccl  on i ncomplctc  or imprcci  sc

data.  ‘J’owards this end, lbc notion ofjoint  rcsponsibi]ity  js proposed as an altcrna-

livc to the more conventional notion of agcnls acting in self-jntcrcst. ‘1’hc potential

for large c.onmunication  ovcrhcacl is a possible ctisadvantagc  of the GRA’1’l  i* sys-

tcm, particularly for applications with Iimc critical analysis. ‘1’hc protocol and

architecture, clcscribcd in this paper builds on the, notion of jojnt  mponsibility,  and

uscs modular problcm  clccomposjtion  an(i (Iata-driven reasoning in orclcr to mini-

miz,c  communication bctwccn  agents. ‘1’his approach has been applied to the

h4ARV131. systcm [Schwuttkc  1992] for automated monitoring and diagnosis of

Voyager spacccraf~ tclcmctry  and has been shown to achieve rebus{ and cohcrcnt

behavior for comp]cx,  re.al-tinlc diap,nmtic  agents cmbcctdcct in a Conventional (al-

gorithmic) monitoring systcm.
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2.0 TIIII1  CIIAI{AC’J’IEI{I  S’1’I W 01~ AGICNTS IN MARW3  .

AgcIIls  arc cml)cddcd  diagnosticians. IXagnmtic modules arc cmbc(lclcd  in mm

cfficicnt  algorithmic coclc.  ‘J’hc algorithmic code performs all functions that do nol

explicitly rccpire reasoning capability, so that the usc of the ICSS cfficicnt  reasoning

modules is limited to those functions for which it is essential.

IIiugnosis  is data-driven. l~orward-chaining  demons  arc USCC1 to rcprcscnt  domain

know] cdlgc. Reasoning is activated by the appc.arancc of data thal requires

diagnosis. ‘1’hc initial determination that diagnosis is required  is made by algorith-

mic monitoring code, which detects potential anomalies algorithmically and passes

the. anonlalous  data to an appropria(c  diagnostician, ]n the absence of anomalous

data within its domain, an agent is icl]c.

Y’hc dommin  of individual ogmts is constrained. An agent is scsponsiblc  for a

small, clearly par(itionab]c  domain of cxpcr(isc,.  Paditioning is governed by the

natural clccomposition  of the system being diagnosed. ‘1’his helps ovcrcomc  disad-

vantages associated with rule-based systems for which, typically, i~ll}>lcl~lcl~tatio]~

can bc intractable, execution is lloll-(lctcl’l~~il~istic  an(i rclativc]y  slow, and verifi-

cation can be difficult. Small, modular knowledge-bases enable dcvc]opcrs to

handle  more casil y dcfinab]c  subprob]cJm.  Smal lcr knowledge bases cxccutc  nloJ’c

efficiently, because less time is spent in search. l?inal]y, smaller knowledge-bases

arc easier to verify.

Y’hc don,fain of indivickl  agents  is llolz-ovcrlaj)])il~g.  A particular domain of cx -

pcrtisc.  is assigned only to onc a~cnt to avoid rc(iun(lant reasoning.

Agents carry individual rcsponsil)ility  for proldms  entirely within their domain.

AScnts have sufficient know]cdgc  to be fully accountable for diagnoses within their

mm ad have no knowlc.dg,c of other domains. “]’his requires that accountability

for locally detectable failures must be ]ocal.

Failure  dom44ins  may not nq) dircctl.y  to f4g4vlt  domains. 1 )iagnosis requires more

than one agent when the symptoms manifest lhcmsclvcs  in more than domain.



Mets-knowlmlgc cnahles agents  to instigate cooperation for diagnoses hyoml

their domain. Agents have nmta-knowldgc  to identify symptoms of failures that

could pmsib]y cxtcn(l beyond their domain. Mcta-knmv]cdgc  is contained in a set

of rules in each knowlcd~c  base, and is associated with the ommcncc of events for

which the ccmpcrat  ion of d her agents might be rcqui red,

Agents report all proldcms that extend beyond  their domain.  Nlcta-knowlcctge

cnab]cs  am agent to determine which symptoms from its domain may porlcnd  prob-

lems beyond its domain. “l%c mcta-knowledge also inc]uclcs  the specific agent(s) to

which the information should be forwarded,

A llicrurclljl  of ogcnts provides coordination. An agent forwards all known infor-

mation Imlaining  to failures beyond its domain to another agent at the next higher

level in the himarchy.  The underlying assumption on forwarded messages is “bet-

ter safe than sorry”; it is up to the a~cnt receiving the information to determine

whether ii fault requiring a diagnostic message and an alarm has occurred  or wheth-

er the anomalous data has some other explanation. ~’his agent may also rcccivc

messages from other ]owcr ICVCI agents. Agc.nls at the higher ICVCI arc also inq~lc-

mcntcd according to the principles outlined hcm; thus reasoning at the higher  level

of the hierarchy is also data driven. ‘1’hc agents at the higher  level arc activated by

messages from lower level agents, just as the ]owcst level agents were activated by

messages of symptoms detected by algorithmic COCIC, Communication is one way,

in most {cases, and messages arc ctircctcd with mcta-knowledge to the rclcvaJ]t

agent(s) in order 10 complete the final analysis of the anomalous (Iata and provide

diagnosis of any associated failures.

Agents shwc  r(!sl)ot~sil)ilit.yfor  diagnosis ofprob[cws  that ovwhq) domains. J oint

rcsponsibi]it  y cxi sts in that the lower-level agents are responsible for report i Jlg ap-

propriate symptoms upwards in the IIicrarchy an(i the hi~hcr-lcvc]  agent(s) arc

responsible for correct 1 y ctctcrnlinills  whether Pdi lures have occurrcct  and providing

appropriate diagnoses. ‘J’his  differs from the “self interest” model of cCm)nllmica-

tion [Ilurfcc  1988] and is similar to the joint rcsponsibilit  y model [Jennings 1992,]

4



in which agcnls musl temper their self-in[c.rest with ccmsidcration  10 a group.

‘1’hcsc modc]s have parallds  in social organi~,ations,  with the firsl being more rcp-

rcscJ~tativc of an L]nstJwctLwcd  society and the scconcl paralleling the actions of

individuals who arc dcclicatcd (pcrllaps  for reasons of self-intcmt) 10 fulfilling a

succcssfu]  10]c in a structud  organi~,ation  such as a corporation. in the Iat[cr case,

indcpcndcnt  agents work together with appropri atc (and hierarchical) division of

responsibility towards fulfilling a common goal, Real-wor]d applications can bc

sufficicJllly complex that only this sccoJd type of orgaJli7$atioJl  may cJlablc timely,

robust, am] cohcrcn[  behavior.

3.0 CO Ol]ERATING AGI; NTS INA I) IS TRIIIIJTIC1)

AI{ CIII’1’ILCI’LJI{I{

‘1’hc distributed architecture showJl in l“igurc 1 is based on a ccnlral Jncssagc rout-

iJlg schcJnc that is not showJl iJl the figure. ‘1’hc various agents arc allocated anloJlg

a configuration of UNIX workstations. “1’hc data management moclulc.  rcccivcs data

fJoJl) a souJcc (in the case of our currc.nl  application, the data is spacccrail tclcnl-

CtJ”y J“cccjvcd  fJ’OJll J])] .’s ~rOUJl(l  data SySIClll) and allocates it to the appropriate

subsystcm  JnoJ~itor based on identification of clata  type. (OL]r systcm is partitioJlccl

according to the partitioning of the spacecraft ilsc]f, with onc subsystcm  monitor

for every spacecraft sllbsystcm  covcrd  by h4 ARV1 H., Spacecraft subsystcJm  iJ~-

CILdC Collllllalld  ald data, attitude and articulation contro],propdsioJl, tClCCOJ]~J]lU-

nications,  Ihcrmal, and power. Such a partitioning reflects the natural par(itioniJlg

of the systcm  being Jnonitorcd,  which is desirable for rc.al-time diagnostic

archilcctluJcs.)  liach of the subsystcJ-a monitors provicics algorithmic fuJlctions such

as validation of tclcJmctJy,  (lctcctioJl  of anoJnalics,  trcncl  analysis aJd automatic

rcporling.  ‘1’hcsc functions, whi]c Jlot in thcmsclvcs  of inlcrcst  iJ~ Al or computer

scicncc research aJ’c vital componcl  lts of a real-world diagnostic systcm. ‘1’hcy arc

i  l@ClllCIltCd hC~C ill COJIVCJlt  iOJlal  (: COdC  fOr }> CTfOrlllallCC  rCi3SOllS. ]11 Mjditi OJl,
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cad subsystem process provides diagnosis of failures based on anomalous clata,

and rcco[lllllcllclatioll of corrective actions. ‘1’hc latlcr two functions arc provided

by knowledge-based agents that arc cmbcdclccl  within each of the individual sub-

system monitors. “1’hc remaining modules include the graphical user interface and

display proccsscs for each of the subsyslcm  monitors, and the systcm-lcvd  di ag-

nostic agent for handling fi~ilures  that manifest themselves across multi J>lc

subsystems (and therefore cannot bc. completely analy~,ed by any one subsystem

alone),

‘1’hc intcrconncetivity of the dish”ibu[d  system is provided by a ‘l’~P/Jl)  central

router program and a set of mcssagin:,  routines that are linked into the subsystem

proccssc!s. All processes arc connected to the central router  by lJNl X sockets. ‘1’hc

4 I I
SUBSYSTEM SUBSYSTEM SUBSYSIE  M

PROCESS PROCESS PROCESS

1 1 I

SUBSYSTEM PROCESS ARCHITECTURE

. . OATA
FIL,ES

II

ml ‘R-M’e [ I C“;::NT’ [ I ;::::,
1 lisurc 1. ‘lThc clistributcd architecture cm the left can currently  bc configured to WI.-,
o]]” one to four l.JNIX workstations, with the most common operational configura-
tion invcdving  two workstations (for compatibility with analyst responsibilities).
‘l’he hybrid subsystem proccsscs on the left are composed of conventional and
knowledge processes, as shown in the figure on the right. Knowledge, processes arc
used onl:y when a reasoning capability is explicitly rcquid.
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basic  mcasurcmcmt  dpcdm”mancc  fm the distributed systcm is the spcui-up  S(N),

clcfind  as the scqucntia] execution time dividccl by the execution time on N

proc.cmors,  It has not been possible to mcasum a unique value S(N) bccausc of the

hctcrogcnccms  nature of t}jc agmts, This hctcrogcncit  y arises bccausc the pro-

cessing  loads of the six basic agents (the data management moc]u]c, the fouJ”

subsystcm  modu]cs,  and the syslcm-lcvc]  diagnostician) arc not icicntical,  OLIJ al-

tcmativc  to this mcasurcmcnt is the lowest spccdup  of the individual moclu]cs.

With a four-pmccssor  implcmcntat  ioji, a spccdup  of 3.6, or 0.9N was obsc.rvcd.

‘J’his result indicates that MARV1 i]. is a high] y cfficicmt  distrjbutcd  systcm. ‘1’wo

factors contribute to these rcsu]ts, ‘1’hc first is the modularity inherent in the ap-

plication (ancl in many other comp]cx applications). ‘1’hc second Pdctor is a

distributed clc. s

communication.

gn that cffcctivcly minim  iz, c.s tbc need for intcrproc.c,ss

4.0 AIW.lCATJON  ‘1’0 MONI’J’ORING”  ANJ) l)lAGNOSIS  01~ A

RICAI .11’1<0111 ,ltM

in this section wc provide aa example of coopcrat ion bet wccn mdt iplc hierarchical

agcl~ts in an actual  real-time. systcm,  as shown in l~igurc  2. ‘l’his figure depicts four

knowlcd~c-basccl  agents (shown in black and), each of which has cxpcrtisc in a

diffcfcnt  (domain of the cnginccrjng  subsystems of the Voyager spaccuaft,  ‘1’wo of

the.sc agcn[s al”c rcsJxmsib]c  for diagnosing anomalies in specific spacecraft sub-

systems: ~.omputc.r ~,ommand Subsystcm  (CTS), ancl Atlitudc  and Articulation

Gmtro] SL]bsystcm  (AACIS).  A tllir(i  ascnt, the Sys[cm 1.CVCI  know] cclgc  agent, is

at a higher ICVCI in the agent hierarchy ad is rcsponsib]c  for diagnosing anomalies

that  CaIllld bC  fll]]y allid)VCd ill aJly SiJlg]C  SllbSyStCJll dOJllaill.  A  fOUJlh  agCJlt

p r o v i d e s  data qua]ity in fo rmat ion  to the other agcmts basccl OJI data f rom tbc ‘l’c]c-

colllt~~~ll~icatio~~s  Subsystcm (1’clccom),  so that when clata  quality is unreliable,

alarms resulting from the diagnostic aclivity  of the otbcr  agents can bc suppressed.
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All diagnostic ccmnm~ication bet wc.c.n agc.nts is coodinatd  by the Systcm 1.CVCI

agent. All data ql~ality  messages arc hancllcd  by an algorithmic sof(warc  moclulc

tha[ alsocollltlltlllicatcs with the graphica] uscrintcrfacc.  ‘J’hcrcisno  dircclcom-

munica[ion  hctwccn  subsystcm  agents. As explained in the prc.vious section, each

agent has an algorithmic tclcmctry  Inonitor  process associatd  with it.

‘J ‘hc Tclccom  agent differs from the other two subsystcm  agents in that its purpose

is to dctcrminc the quality of the tclcmctry  d:tta being rcccivcd  from the spaccuaf[,

rat}~cr  than diagnose subsystcm  anomalies that occur  on the spacecraft. ‘1’hc data

quality lCVC1 is passed  to the l>ata Quality Management process, which in turn

sends this information to Ihc various tclcmclry  monitm proccsscs.  If the data qual-

ity is dctcmincd  to bc very poor, the reporting of anomalies is parlially  suppmscd

_ _ . .  ..—.IP 1 elenletry  D a t a

F Anomalous 1 elemetry  Data = Knowledge Processes

● Diagnostics/Alarms I 1 Conventional Process
● Diagnostics/Alarm Suppression

-- -------+  Diagnostics/Data Quality
[ 1 GUI Processes

l~igurc  2. c;olllllltlllicatioll  among four intelligent agents in a real-titnc monitoring
ad diagnosis systcm. ‘1 ‘hc systcrn also cent sins algorithmic and gmphcial  user
intcrfacc  (Gill) proccsscs  (which provide r-c(i/green or l’cd/orarlgc/ycl  lo~’/l  in]c/green
alarm notification as dctcrmincd  by the knowlulgc  proccsscs).



(as explained below) since the tclcmdry  that ld to the anomaly diagnosis is prob-

ably not :rdiablc.

our example begins with {IN arrival of tclcmctry  from the (XX subsystcm  which

indicates an abnormally high computer cwcnt  count. ‘lllcU;S event count  is in-

crc.mcntccl  each t imc that an event is i nit iatcd by t hc spacecraft computer, onc t ypc

of cvcnl is fault-protection, which al(clnpts to automatically correct a fiddt that has

been dctcctcd  or protect against hal”mfu] conscqucnccs  of such a fall]t,  ‘1’bus, an

abnormally high event count  could indicate entry into fault protection scqucnccs.

‘J’hc UX tclc113ctry  I]lollitolc  olll~>arcst  l]ctclclllctryc  vcilt count tothcprcdicicd

event count  and finds that they am not equal. Since this is an anomaly, the monitor

passes the event count  to the U3 knowlccigc  agent for fwlhcr  analysis. ‘J’he (XX

agent fimis that the tclcmctry  event count cxcccds  the cxpcctccl event count by 56.

A difference of 56 in the event count may indicate that a “hcar[bcat failure” has

occurred on the spacecraft. ‘1’hc ~H “heartbeat” is a signal (callccl  a “power code”)

sent every tcn seconds from the AA(3 subsystcm  to the CXX subsystcm  on board

the spacecraft. If the signal is rcccivcd at the cnd of the cxpcctcd  time interval, the

~CY$ spacecraft subsystcm  assumes Ihat the AA[;S subsystcm  is functioning,

normally. If on the other hand the (XS fi~ils  to rcccivc  the heartbeat signal  twice

in a single hour (“heartbeat fai]urc”), the U;S assumes that the AACX has failccl  in

some wa:y, and it issues a series of commands to switch to redundant back-up conl-

poncnts in the AACX,  in an effort to correct the pmblcm.

1 IOWCVCI, a diffcrcncc of 56 bctwccn  the actual event count and cxpcctcd  event

count  is not cnot]gh cviclcncc  in itself to conclude that a heartbeat fi~iltlrc  has

occurred,, “1’here may have been other cvcmts not related to t hc heartbeat that hap-

pened to incrcasc the event count by 56. l;ur[hcrmorc,  there is no way to confirm

the occurrence of a heartbeat fai]urc. from any of the CTS tclcmctry.  ‘1’hc CXX

agent knows that a complctc  clia~nosis of the. problc.m  is bcyoncl  its domain and so



in this cmc h passes on the heartbeat failure cvidcncc  to the higher ICVC1 Sys[cm

} .CVC] agent for fullhcr aria] ysis and possib]c  confirmation by other agents,

1.ikc the ~subsystcm  agents, the System 1.CVCI agent is data-clrivcn.  Upon rcccipt  of

the message from the CK3 agent, the System 1 .cvcl agent assclls  a Pdct into its local

knowledge base indicating that a possib]c  heartbeat failure. was dctcdccl  by the

{X3,  “1’his  fact matches half of the antcccdcnt  of a data-clrivcn rule in the Syslcm

1.CVCI  K13, but this is not sufficient to fire the ra]c. ‘J’hc heartbeat failure anomaly

can bc confirmed by diagnostic ru]cs in the AA{3  agent, but at this pc)int no other

messages have been rcccivccl at the S ystcm 1.CVCI,  so not hi rlg is reported to the

LISCI’. ‘]’]lC SyStCIll ] .CVC] ~CtLll”llS COlltl”O] tO thC tC]ClllCtly  l)lOllitOr  ]WOCCSS.

‘1’hc next tc]cmctry 10 arrive is a status word from the AA(3 subsystcm. ‘1’hc

AAHl tclcmctry monitor compam  the tc]cmctry status word to the cxpcctcd  status

word va]uc and finds that they arc not cc]ual.  It then passes the status word to the

AACX knowledge agm. “Jim agent analyzes the status word bits ancl clctmnincs

that several A AC% componcmts  have been swappccl  off-] i nc and their redundant

back-up units have been activate.d. IIascd on ibis pat[cm of events it conclmlcs  that

a possib]c hcatlbcat fai]urc has occL]rrcd. ]Iut this information by itsc]f is not

cnoLIgh to bc mlain that a heartbeat failure has actually taken place. ‘1’hc AA~S

agent knows that a complctc  diagnosis ofthc  problcm is beyond its domain and will

require information from onc or more othc.r agents. So it sends a message to the

Systcm  1,CVCI  agent notifying it of tl]c possib]c  heartbeat failure.

Whcm the Systcm 1.CVCI agent rcccivcs the hcarlbcat fi~ilurc  nwssagc from the

AACX a~cnt,  it asserts a fact into its local know]cdgc  base indicating that a possib]c

heartbeat failure was dctcctcd  by the AAC3. At this point the prcvious]y  asscrtccl

fact from the CY3 agent combined with the. ncw fact from the AA~S agent match
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Ihc cxmplctc antcccctcnt  of a data-dlivcn  mlc in the Systcm 1.CVCI  knowldgc  base,

ml the mlc, fire. ‘1’hc consequent of tllc mlc causes an anomaly message lo bc sent

to the System Level monitor for display to the user. 1 lowcvcr,  before this message

is disp]aycd,  the monitor checks the current data quality as cictcmincd by the ‘l’clc-

com agent, If the data quality is in the range of marginal to error fmc, the monitor

displays lboth the anomaly message and the data quality lCVC1 in the output  window,

sounds  am audib]c alarm, and turns the outpt window color to red, If on the other

hand the data q~lality  is poor, meaning cxccssivcly  noisy, Ihcn the tclcmctry  that ]cd

to the anomaly diagnosis was probably comptd durjng  transmission, and the re-

sulting  conclusion is probably incorrect. in tllc latlcr case the anomaly message is

still output  to the LJscr, but the a]arm is not sounded ad Ihc oulpul  window color is

not changd.  II) addition, the data q(lality is displayed along wjth the anomaly

message so that the mm is informccl that the anomaly diagnosis was probably due

to data corrLqMion.

‘1’bis cxalnplc  i] 1 ust rates the coopcral ion and communicant ion bet wccn four cliffcrcnt

knowledge agents in a hierarchical organization. 1 nfomat  ion from al 1 the agents is

rcquircxt in order to provide a complctc  diagnosis of I he anomaly condition. ‘1’hcsc

agents illustrate the princip]cs  outlined in section 2. l;ach agent is a data-driven

diagnostician responsible for a constrained lloll-ovcrlal~]>illg  clomain.  } ;ach of the

subsystc]n  agents  has mcta-know]cdgc  that allows it to identify  symptoms that may

indicate problems beyond  its domain, ad it rcpmls these symptoms to a higher

level a~cnt for cooperative multi-agent analysis,

5. I’I{1H,IMINAI{}7  I<IMUI .’J’S

‘1’hc disiributcct  architecture ctcscribd  in this paper has been applied to the MAR-

VI;1, system for real-time spacecraft cliagnostics. It has been rcccnt] y ctcvclopc.d,

as a follow-on to a unipmccssor version that could accommodate only one of the
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three subsystcm  agents cm any onc installation. Preliminary tests have dcnm~-

stratcd  that the dislributc(t  syslcm can process up to 1500 tclcmctry values pcr

minute. ]nctividual subsystcm  agents can succcssfdly  diagnose anywhere from 2

to 220 anomalies pcr minute, dcpcmding on lhc comp]cxity  of reasoning that is

required. ‘1’hc Systcm 1,cvd agent can process up to 300 anomalies pcr minute. l~or

anomalies that require analysis froln n~~Jlliplc  agents (c.g,, heartbeat failure), Ihc

maximum number of anomal  ics that can bc. proccsscd  in a given period of’ t i mc is

equal to the spcccl  of the slowest agent involvccl in the analysis (assuming all

agents cxcculc concurrcnt]y), plus  approximately 1/5 scconcl  for Systcm 1 .cvel

infcrcncing.  ‘1’his is well within acceptable limits for real life mission opcmtions

demands,

6. CONC1 .lJSIONS

‘1’hc MARV10. distributed architect urc clcmonstmtcs  the succcssfa]  in@cnlcnta-

tion of multiple cxmpcrating  agents in a comp]cx real-time diagnostic systcmi Wc

have ctcsigncd an architect Lwc that facilitates concurrent and coopcrat ivc processing

by multiple agcJlts  in a hierarchical orp,ani~alion. “1’hCSC a~CJltS  a(thCrC tO thC CO1l-

ccpts of clata-driven cmbcctdcd  diagnosis, const Jaincd  but complc.tc  non-

ovcrlapping domains, mcta-knowledge of global conscqucnccs  of anomalous data,

hicrarchica] reporting of problems that cxtcncl  bcyon(i  an agent’s domain, and

sbarcct rcsponsibi]it  y for problems that over] ap domains.

‘1’hc MARVlil. architecture is simp]c and  WC]] suilcd for real-time tclcmctry

analysis.  (;onvcntioJla]  proccssiJlg  is usd whcrcvcJ’  possible iJl order to fidci]ilatc

pcJ”formancc.  ‘1’hc kJlow]cdgc-based agents arc cmbcctdcd withiJl  the algorithJnic

code, and arc invokccl  on]y whcJI nccc.ssary for diagnostic rcasoJliJlg,  ]JistributioJl

of Ic]cmctry monitoring and agcJlt proccsscs  across workstations provides signifi-
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cant jmpmvcmcnt  in performance. ‘J’hcsc qualities allow for c.fficie.nt  real-time.

diagnosis of anoma]ics  occLIrring in a complex systcm.
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